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 Many machine learning algorithms perform better when numerical input variables are scaled to 

a standard range. This includes algorithms that use a weighted sum of the input, like linear 

regression, and algorithms that use distance measures, like k-nearest neighbors. The two most 

popular techniques for scaling numerical data prior to modeling are normalization and 

standardization. 

 

 Normalization scales each input variable separately to the range 0-1, which is the range for 

floating-point values where we have the most precision.  

 

 Standardization scales each input variable separately by subtracting the mean (called centering) 

and dividing by the standard deviation to shift the distribution to have a mean of zero and a 

standard deviation of one. 

 

 Data scaling is a recommended pre-processing step when working with many machine learning 

algorithms. It can be achieved by normalizing or standardizing real-valued input and output 

variables. 

 

 Differences in the scales across input variables may increase the difficulty of the problem being 

modeled. An example of this is that large input values (e.g. a spread of hundreds or thousands of 

units) can result in a model that learns large weight values. A model with large weight values is 

often unstable, meaning that it may suffer from poor performance during learning and 

sensitivity to input values resulting in higher generalization error. 

 

 The difference in scale for input variables does not affect all machine learning algorithms. For 

example, algorithms that fit a model that use a weighted sum of input variables are affected, 

such as linear regression, logistic regression, and artificial neural networks (deep learning). 

 

 When the distance or dot products between predictors are used (such as K-nearest neighbors or 

support vector machines) or when the variables are required to be a common scale in order to 

apply a penalty, a standardization procedure is essential. 

 

 Algorithms that use distance measures between examples are affected, such as k-nearest 

neighbors and support vector machines. There are also algorithms that are unaffected by the 

scale of numerical input variables, most notably decision trees and ensembles of trees, like 

random forest. 

 

 It can also be a good idea to scale the target variable for regression predictive modeling 

problems to make the problem easier to learn, most notably in the case of neural network 

models. A target variable with a large spread of values, in turn, may result in large error 

gradient values causing weight values to change dramatically, making the learning process 

unstable. Scaling input and output variables is a critical step in using neural network models. 

 

 Both normalization and standardization can be achieved using the scikit-learn library. 
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 Normalization is a rescaling of the data from the original range so that all values are within the 

new range of 0 and 1. Normalization requires that you know or are able to accurately estimate 

the minimum and maximum observable values. You may be able to estimate these values from 

your available data. Attributes are often normalized to lie in a fixed range - usually from zero to 

oneby dividing all values by the maximum value encountered or by subtracting the minimum 

value and dividing by the range between the maximum and minimum values. 

 

 

 

Example 1:  Normalizing values in a dataset 
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 Standardizing a dataset involves rescaling the distribution of values so that the mean of 

observed values is 0 and the standard deviation is 1. This can be thought of as subtracting the 

mean value or centering the data. Like normalization, standardization can be useful and even 

required in some machine learning algorithms when your data has input values with differing 

scales. Standardization assumes that your observations fit a Gaussian distribution (bell curve) 

with a well-behaved mean and standard deviation. 

 

 

 

Example 2: Standardizing values in a dataset 
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Example 3: Summarizing and Histogram Plots for the Diabetes Dataset. 

 

 

Figure 1: Histogram Plots for the Diabetes Dataset. 
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Example 4:  Evaluating model performance on the diabetes dataset 

 

 

   

 

 

 

Example 5: Summarizing the variables from the diabetes dataset after a MinMaxScaler transform 
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       Figure 2: Histogram Plots of MinMaxScaler Transformed Input Variables for the Diabetes Dataset 

 

 

Example 6: Evaluating model performance after a MinMaxScaler transform 
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Example 7:  Reviewing the data after a StandardScaler transform. 

 

Histogram plots of the variables are created, although the distributions don’t look much different from 

their original distributions seen in the previous section other than their scale on the x-axis. We can see 

that the center of mass for each distribution is centered on zero, which is more obvious for some 

variables than others. 

  

Figure 3: Histogram Plots of StandardScaler Transformed Input Variables for the Diabetes Dataset 
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Example 8:  Evaluating model performance after a StandardScaler transform 

 

 

Example 9:  Example of loading and summarizing the diabetes dataset 
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Figure 4: Histogram Plots of Input Variables for the Diabetes Dataset. 

 

Interestingly, the definition of the scaling range can be specified via the quantile range argument. It 

takes a tuple of two integers between 0 and 100 and defaults to the percentile values of the IQR, 

specifically (25, 75). 
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Example 10: Evaluating model performance after a RobustScaler transform. 

 

 

 Histogram plots of the variables are created, although the distributions don’t look much 

different from their original distributions seen in the previous section. We can see that the center 

of mass for each distribution is now close to zero 

 

Figure 5: Histogram Plots of Robust Scaler Transformed Input Variables for the Diabetes Dataset 
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Example 11: Comparing model Performance with different ranges for the RobustScaler transform 
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Figure 6: Box Plots of Robust Scaler IQR Range vs Classification Accuracy of KNN 

  

 Numerical data, as its name suggests, involves features that are only composed of numbers, 

such as integers or floating-point values. Categorical data are variables that contain label values 

rather than numeric values. The number of possible values is often limited to a fixed set. 

Categorical variables are often called nominal. Some examples include: ˆ  

  

1. A pet variable with the values: dog and cat.  

2. A color variable with the values: red, green, and blue.  

3. A place variable with the values: first, second, and third. 

ˆ 

Example 12: Demonstrating an ordinal encoding of color categories 
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Example 13: Demonstrating a one hot encoding of color categories 

 

 

Example 14: Ordinal encoding of the breast cancer dataset. 
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    Example 15: Evaluating a model on the breast cancer dataset with an ordinal encoding 

 

 

 

  

 

 

 

 

 

 

 

 

 

  

Example 16: Evaluating a model on the breast cancer dataset with an one hot encoding 
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 Machine learning algorithms like Linear Regression and Gaussian Naive Bayes assume the 

numerical variables have a Gaussian probability distribution. Your data may not have a 

Gaussian distribution and instead may have a Gaussian-like distribution (e.g. nearly Gaussian 

but with outliers or a skew) or a totally different distribution (e.g. exponential). As such, you 

may be able to achieve better performance on a wide range of machine learning algorithms by 

transforming input and/or output variables to have a Gaussian or more Gaussian distribution. 

Power transforms like the Box-Cox transform and the Yeo-Johnson transform provide an 

automatic way of performing these transforms on your data and are provided in the scikit-learn 

Python machine learning library. 

 

 A power transform will make the probability distribution of a variable more Gaussian. This is 

often described as removing a skew in the distribution, although more generally is described as 

stabilizing the variance of the distribution. 

 

 

Example 17: Demonstration of the effect of the power transform on a skewed data distribution 

 

Figure 7: Histogram of Skewed Gaussian Distribution. 
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Figure 8: Histogram of Skewed Gaussian Data After Power Transform. 

 

 

 

Example 18: Summarizing the variables from the sonar dataset 
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In Figure 9, a histogram is created for each input variable. If we ignore the clutter of the plots and 

focus on the histograms themselves, we can see that many variables have a skewed distribution. The 

dataset provides a good candidate for using a power transform to make the variables more Gaussian. 

 

Figure 9: Histogram Plots of Input Variables for the Sonar Binary Classification Dataset 

 

 

            Example 19: Example of evaluating model performance on the sonar dataset 
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 The Box-Cox transform is named for the two authors of the method. It is a power transform that 

assumes the values of the input variable to which it is applied are strictly positive. That means 0 

and negative values are not supported. 

 

 The Sonar dataset does not have negative values but may have zero values. This may cause a 

problem. Let’s try anyway. The complete example of creating a Box-Cox transform of the sonar 

dataset and plotting histograms of the result is listed below. 

 

 

Example 20: Applying the Box-Cox transform in a way that results in an error. 

 

 

Example 21: Summarizing the sonar dataset after applying a Box-Cox transform 
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Figure 10: Histogram Plots of Box-Cox Transformed Input Variables for the Sonar Dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Example 22: Evaluating a model on the sonar dataset after applying a Box-Cox transform 
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 The Yeo-Johnson transform is also named for the authors. Unlike the Box-Cox transform, it 

does not require the values for each input variable to be strictly positive. It supports zero values 

and negative values. This means we can apply it to our dataset without scaling it first. We can 

apply the transform by defining a PowerTransformer object and setting the method argument to 

‘yeo-johnson’ (the default). 

 

 

Example 23: Summarizing the sonar dataset after applying a Yeo-Johnson transform. 

 

  

Figure 11: Histogram Plots of Yeo-Johnson Transformed Input Variables for the Sonar Dataset 
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     Example 24: Evaluating a model on the sonar dataset after applying a Yeo-Johnson transform 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Example 25: Evaluating a model on after applying a StandardScaler and Yeo-Johnson transforms 
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 Running the example, we can see that the Yeo-Johnson transform results in a lift in performance 

from 79.7 percent accuracy without the transform to about 80.8 percent with the transform, less 

than the Box-Cox transform that achieved about 81.1 percent. Sometimes a lift in performance 

can be achieved by first standardizing the raw dataset prior to performing a Yeo-Johnson 

transform. We can explore this by adding a StandardScaler as a first step in the pipeline. The 

complete example is listed below. 

 

 Running the example, we can see that standardizing the data prior to the Yeo-Johnson transform 

resulted in a small lift in performance from about 80.8 percent to about 81.6 percent, a small lift 

over the results for the Box-Cox transform. 

 

 A quantile transform will map a variable’s probability distribution to another probability 

distribution. Recall that a quantile function, also called a percent-point function (PPF), is the 

inverse of the cumulative probability distribution (CDF). A CDF is a function that returns the 

probability of a value at or below a given value. The PPF is the inverse of this function and 

returns the value at or below a given probability. 

 

 The quantile function ranks or smooths out the relationship between observations and can be 

mapped onto other distributions, such as the uniform or normal distribution. The transformation 

can be applied to each numeric input variable in the training dataset and then provided as input 

to a machine learning model to learn a predictive modeling task. This quantile transform is 

available in the scikit-learn Python machine learning library via the QuantileTransformer class. 

 

 The class has an output distribution argument that can be set to ‘uniform’ or ‘normal’ and 

defaults to ‘uniform’. It also provides a n quantiles that determines the resolution of the 

mapping or ranking of the observations in the dataset. This must be set to a value less than the 

number of observations in the dataset and defaults to 1,000. 

 

 

 

          Example 26: Demonstration of the effect of the quantile transform on a skewed data distribution 
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Figure 12: Histogram of Skewed Gaussian Distribution 

 

  

Figure 13: Histogram of Skewed Gaussian Data After Quantile Transform 
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Example 27: Evaluating model performance on the sonar dataset 

 

 

 

Example 28: Summarizing the sonar dataset after applying a normal quantile transform 
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Figure 14: Histogram Plots of Normal Quantile Transformed Input Variables for the Sonar Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Example 29: Evaluating a model on the sonar dataset after applying a normal quantile transform 
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        Example 30: Summarizing the sonar dataset after applying a uniform quantile transform. 

 

 

Figure 15: Histogram Plots of Uniform Quantile Transformed Input Variables for the Sonar Dataset 
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Example 31: Comparing the number of partitions for the dataset in a uniform quantile transform 
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Figure 16: Line Plot of Number of Quantiles vs. Classification Accuracy of KNN 

 

 

  

 

 

 

 

    

 

 

 

 

 

 

 

Example 32: Evaluating a model on the sonar dataset after applying a uniform quantile transform. 

 


