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Real-world data often has missing values. Data can have missing values for many reasons, often specific to the 

problem domain, and might include reasons such as corrupt measurements or data unavailability. They may 

occur for a number of reasons, such as malfunctioning measurement equipment, changes in experimental design 

during data collection, and collation of several similar but not identical datasets. Handling missing data is 

important as many machine learning algorithms do not support data with missing values. Most data has missing 

values, and the likelihood of having missing values increases with the size of the dataset. 

 

 

  

 

 

Example 1:  Calculating summary statistics for each variable. 

 

Specifically, the following columns have an invalid zero minimum value: ˆ   

1: Plasma glucose concentration ˆ   

2: Diastolic blood pressure ˆ   

3: Triceps skinfold thickness ˆ   

4: 2-Hour serum insulin ˆ   

5: Body mass index 

 

 

Example 2:  Example output from reporting the number of missing values in each column. 

This is useful. We can see that there are columns that have a minimum value of zero (0). On some columns, a 

value of zero does not make sense and indicates an invalid or missing value. We can get a count of the number of 

missing values on each of these columns. We can do this by marking all of the values in the subset of the 

DataFrame we are interested in that have zero values as True. We can then count the number of true values in 

each column. 
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We can see that columns 1, 2 and 5 have just a few zero values, whereas columns 3 and 4 show a lot more, 

nearly half of the rows. This highlights that different missing value strategies may be needed for different 

columns, e.g. to ensure that there are still a sufficient number of records left to train a predictive model. 

 

 

 Listing 7.9: Example output from marking missing values in the dataset. 

  

 

 

 

  Example 3:  Marking missing values in the dataset. 

 

Running the example, we can clearly see NaN values in the columns 2, 3, 4 and 5. There are only 5 missing 

values in column 1, so it is not surprising we did not see an example in the first 20 rows. It is clear from the raw 

data that marking the missing values had the intended effect. 

 

 

 

 

 

 

 

 

  

Example 4:  Summarizing the first few rows of the dataset. 
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Example 5:  an error caused by the presence of missing values. 

In the Example 5, we will try to evaluate the Linear Discriminant Analysis (LDA) algorithm on the dataset with 

missing values. This is an algorithm that does not work when there are missing values in the dataset.  

 

Example 5: Output from removing rows that contain missing values 

 

 

Example 6: Evaluating a model after rows with missing values are removed 
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 Datasets may have missing values, and this can cause problems for many machine learning algorithms. 

As such, it is good practice to identify and replace missing values for each column in your input data 

prior to modeling your prediction task. This is called missing data imputation, or imputing for short. A 

popular approach for data imputation is to calculate a statistical value for each column (such as a mean) 

and replace all missing values for that column with the statistic. It is a popular approach because the 

statistic is easy to calculate using the training dataset and because it often results in good performance. 

 

 Most machine learning algorithms require numeric input values, and a value to be present for each row 

and column in a dataset. As such, missing values can cause problems for machine learning algorithms. 

Because of this, it is common to identify missing values in a dataset and replace them with a numeric 

value. This is called data imputing, or missing data imputation. A simple and popular approach to data 

imputation involves using statistical methods to estimate a value for a column from those values that are 

present, then replace all missing values in the column with the calculated statistic. It is simple because 

statistics are fast to calculate and it is popular because it often proves very effective. Common statistics 

calculated include: ˆ  

 

1. The column mean value. ˆ   

2. The column median value. ˆ   

3. The column mode value. ˆ   

4. A constant value. 

 

 The horse colic dataset describes medical characteristics of horses with colic and whether they lived or 

died. There are 300 rows and 26 input variables with one output variable. It is a binary classification 

prediction task that involves predicting 1 if the horse lived and 2 if the horse died. 

 

 

Example 7: Summarizing the number of missing values for each column 

 

 The scikit-learn machine learning library provides the SimpleImputer class that supports statistical 

imputation. The SimpleImputer is a data transform that is first configured based on the type of statistic to 

calculate for each column, e.g. mean. 
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 We can demonstrate its usage on the horse colic dataset and confirm it works by summarizing the total 

number of missing values in the dataset before and after the transform. The complete example is listed 

below. 

 

Example 8: Imputing missing values in the dataset 

 

 We can evaluate the mean-imputed dataset and random forest modeling pipeline for the horse colic 

dataset with repeated 10-fold cross-validation. The complete example is listed below. 

 

 

Example 9: Evaluating a model on a dataset with statistical imputation. 
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Example 10: Comparing model performance with different statistical imputation strategies. 

 

 

 In Figure 1 we can see that a box and whisker plot is created for each set of results, allowing the 

distribution of results to be compared. We can see that the distribution of accuracy scores for the 

constant strategy may be better than the other strategies. 

 

 

Figure 1: Box and Whisker Plot of Statistical Imputation Strategies 
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 A popular approach to missing data imputation is to use a model to predict the missing values. This 

requires a model to be created for each input variable that has missing values. Although any one among a 

range of different models can be used to predict the missing values, the k-nearest neighbor (KNN) 

algorithm has proven to be generally effective, often referred to as nearest neighbor imputation. The 

KNNImputer is a data transform that is first configured based on the method used to estimate the missing 

values. The default distance measure is a Euclidean distance measure that is NaN aware, e.g. will not 

include NaN values when calculating the distance between members of the training dataset. This is set 

via the metric argument. The number of neighbors is set to five by default and can be configured by the n 

neighbors argument. Finally, the distance measure can be weighed proportional to the distance between 

instances (rows), although this is set to a uniform weighting by default, controlled via the weights 

argument. 

 

 

Example 11: Using the KNNImputer to impute missing values. 

 

 

 

 

 

 

 

 

 

 

         Example 11: Evaluating a model on a dataset transformed with the KNNImputer. 
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Example 12: Comparing the number of neighbors used in the KNNImputer  

 

Figure 2:Box and Whisker Plot of Imputation Number of Neighbors  

 A sophisticated approach involves defining a model to predict each missing feature as a function of all 

other features and to repeat this process of estimating feature values multiple times. The repetition 

allows the refined estimated values for other features to be used as input in subsequent iterations of 

predicting missing values. This is generally referred to as iterative imputation. Iterative imputation refers 

to a process where each feature is modeled as a function of the other features, e.g. a regression problem 

where missing values are predicted. Each feature is imputed sequentially, one after the other, allowing 

prior imputed values to be used as part of a model in predicting subsequent features. It is iterative 

because this process is repeated multiple times, allowing ever improved estimates of missing values to 

be calculated as missing values across all features are estimated. This approach may be generally 

referred to as fully conditional specification (FCS) or multivariate imputation by chained equations 

(MICE). 
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Example 13: using the IterativeImputer to impute missing values. 

 

 

  

Example 14: Evaluating a model on a dataset transformed with the IterativeImputer. 

 

 By default, imputation is performed in ascending order from the feature with the least missing values to 

the feature with the most. This makes sense as we want to have more complete data when it comes time 

to estimating missing values for columns where the majority of values are missing. Nevertheless, we can 

experiment with different imputation order strategies, such as descending, right-to-left (Arabic), left-to-

right (Roman), and random. The example below evaluates and compares each available imputation order 

configuration. 
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Example 15: Comparing model performance with different data order in the IterativeImputer. 

 

 

Figure 3:Box and Whisker Plot of Imputation Order Strategies 

 


